Improving the Performance of Accelerated Image Reconstruction in K-Space: The Importance of Kernel Shape

Rodrigo A. Lobos¹ and Justin P. Haldar¹

¹Electrical Engineering, University of Southern California, Los Angeles, CA, United States

Synopsis
A variety of popular k-space reconstruction methods (e.g., GRAPPA, SPIRIT, SAKE, LORAKS) assume that missing k-space data can be interpolated by convolving the k-space data with appropriate filters. In most of these methods, the kernel shape is usually chosen to be rectangular. However, when these filters are interpreted in the spatial domain, the use of rectangular kernels implies that the filters will have anisotropic resolution. In this work, we investigate the use of elliptical kernels that have more isotropic resolution. Results demonstrate that elliptical kernels have better reconstruction performance, lower computational complexity, and lower memory usage than rectangular kernels.

Introduction
Several MRI reconstruction methods (e.g., GRAPPA¹, SPIRIT², SMASH³, PARS⁴, SAKE⁵, LORAKS⁶) are based on the principle that a missing k-space sample can be predicted as a linear combination of neighboring samples, which can be implemented using shift-invariant filtering with appropriate kernels. Most of these methods use a rectangular kernel shape, i.e., a k-space sample will be considered as a “neighbor” if it lies within a rectangular region around the sample to be interpolated, as illustrated in Fig. 1. While some researchers used ellipsoidal kernels instead⁷-⁹, we are not aware of previous comparisons of these alternatives. In this work, we analyze how kernel shape influences image reconstruction performance. Results suggest that ellipsoidal kernels are generally better than conventional rectangular neighborhoods. This observation is potentially important for improving existing popular image reconstruction methods and may be especially relevant to emerging k-space reconstruction methods based on convolutional neural networks¹⁰-¹².

Theory
Choosing the number of neighbors to use for k-space interpolation is a classical trade-off. If too few neighbors are chosen, then the model may not have enough representational capabilities to accurately interpolate a missing sample. Conversely, if too many neighbors are chosen, then the model will have a large number of degrees of freedom, and estimating the kernel weights may be prone to overfitting and sensitive to noise. Larger kernels are also generally associated with higher computational complexity. As a result, it is important to choose a kernel that balances these factors appropriately.

The conventional rectangular kernel is very easy to implement, which may explain its popularity. However, based on the observation that filtering with these k-space kernels can be interpreted as pointwise multiplication in the spatial domain⁶,¹⁰, it can be recognized that rectangular k-space coverage is associated with anisotropic spatial resolution¹¹. Notably, removing the corners of a rectangular k-space region (i.e., an ellipsoid) will not compromise the base spatial resolution, will lead to isotropic resolution, and will reduce the number of k-space locations by more than 20%¹¹. All of these are expected to be beneficial for k-space reconstruction.

Methods
We tested the difference between rectangular and ellipsoidal methods on five different methods that utilize k-space neighborhoods: GRAPPA¹, SPIRIT², SAKE⁵, AC-LORAKS¹² (using the S-matrix), and LORAKS⁶ (using the S-matrix). In each case, we considered several different kernel sizes (as depicted in Fig. 1). Results were investigated for two different retrospectively-undersampled cases. The first case was based on a 12-channel T2-weighted brain dataset with full samples on a 256x187 Cartesian grid. The second case was based on a 4-channel T1-weighted brain dataset with full samples on a 256x256 Cartesian grid. In both cases, we assumed that the central 24 lines of k-space were fully sampled as an autocalibration (ACS) region, and considered three different acceleration factors (R=2,3,4) for retrospectively undersampling the remainder of k-space. We considered 6/8 partial Fourier sampling for the T2-weighted dataset, and conventional k-space coverage for the MPRAGE dataset. The datasets and sampling patterns are shown in Fig. 2.

Results
Due to space constraints, we only show the results of the T2-weighted dataset, although note that the results from the MPRAGE data were very consistent with the T2-weighted results. Fig. 3 shows a comparison of normalized mean-squared reconstruction error (NRMSE) as a function of kernel size and kernel shape. As can be seen, there is frequency not much difference between rectangular and elliptical kernel shapes from an NRMSE perspective (as expected, since both approaches have the same base spatial filter resolution), although elliptical kernels generally perform better when there is a difference. In addition, Figs. 4 and 5 demonstrate that elliptical neighborhoods generally have a substantial advantage in both computational complexity and memory usage compared to rectangular neighborhoods.

Discussion and Conclusions
We performed what we believe is the first detailed analysis of how kernel shape influences image reconstruction speed and quality for popular k-space interpolation methods. Our results suggest that the conventional choice to use rectangular kernels is generally suboptimal compared to using elliptical kernels. This observation holds consistently across a wide range of reconstruction methods and for two different datasets. While this observation may be surprising because elliptical kernels are not used in popular implementations, it is consistent with our theoretical expectations.

We expect that our results may lead to substantial improvements in computational complexity and efficiency for a variety of existing k-space reconstruction methods. In addition, we believe that our observations may be especially pertinent to emerging reconstruction methods⁷-⁹ that train convolutional neural networks for k-space reconstruction, but which so far have universally relied on rectangular kernel shapes.
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**Figures**

Figure 1. Rectangular kernels (first row) versus elliptical kernels (second row) for different kernel sizes. The center of the neighborhood (e.g., the sample to be predicted as a linear combination of its neighbors) is marked in red, while other locations belonging to the neighborhood are shown in white. For each configuration, the total number of elements in the neighborhood is indicated in yellow in the right-bottom corner. As the kernel size increases, the two representations have the same basic spatial resolution, but the elliptical kernels have substantially fewer elements than the corresponding rectangular kernels.

Figure 2. The datasets and sampling patterns used in our experiments. For both datasets, we show results after coil combination (root sum-of-squares).

Figure 3. NRMSE for different reconstruction methods as a function of kernel size and kernel shape.
Figure 4. Computation time for different reconstruction methods as a function of kernel size and kernel shape.

Figure 5. Memory usage for different reconstruction methods as a function of kernel size and kernel shape.
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